
 

 
Figure 9 Test image from P band at 192-stage TDI mode 
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 Figure 5 Image of fabricated sensor 

 

 
Figure 6 Response curve of P band and B band 

 

 

 Figure 7 QE for P band and B band 

0%

5%

10%

15%

20%

25%

30%

35%

40%

45%

0.4 0.5 0.6 0.7 0.8 0.9

Q
E(

%
)

Wavelength(um)

Bband_7um_pixel
Pband_3.5um_pixel

 

 

 Figure 8 Dark current with different temperature for P band 
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 
Abstract—We have developed a TDI sensor with 7 bands of 256 

rows each using imec's CCD-in-CMOS technology. Each band uses 
individual on-chip sequencers and CCD drivers for the 5.4 µm 
four-phase TDI pixels. Line-by-line row selection per band, 
individual band selection and bi-directionality enable multispectral 
TDI. CCD bands operate continuously and time interleaved, and 
top or bottom outputs can be connected to shared column-parallel 
delta-sigma ADCs through a column line. ADC outputs are 
serialized to 32 1.2V LVDS outputs along with two clock signals. 
These outputs are capable of running at an aggregate of >50Gb/s 
using on-chip PLLs. 

The sensor has been packaged in a ceramic PGA package. As a 
proof-of-concept, an RGB butcher-brick filter has been applied to 
the glass lid of the sensor to enable multicolor TDI. The sensor has 
also been integrated into a custom CoaXPress camera. 

The TDI sensor chip consumes 2.5W at full speed. Two pixel 
variations have been used. A high gain pixel achieves 10 electrons 
rms read noise and a full well of 12800 electrons rms with a 
conversion gain of 62 µV/e. A low gain pixel achieves 40 electrons 
rms read noise and a full well of 31600 electrons rms with a 
conversion gain of 28 µV/e. 

I. INTRODUCTION 
Time Delay Integration (TDI) imaging, commonly 

implemented in CCD technology, allows an increase of 
sensitivity by moving and integrating collected photo-charge in 
a CCD array synchronously to and along the track of a moving 
scene. Since readout only occurs at the end of the array, little 
read noise is added. CCD technology does not allow for ADC 
integration in the same die, and comes with speed and power 
bottlenecks. Moreover, the inability of CCD to read parts of the 
array – unlike CMOS imagers – makes the integration of 
multiband TDI difficult. 

Integrated TDI sensors can also be realized without CCD 
technology for a low number of TDI stages (rows), taking 
advantage of improving CMOS pixel technology and ADCs [3, 
4, 5]. Despite these improvements, digital TDI solutions with 
larger numbers of rows (e.g. >8) result in excessive readout 
noise and power consumption, since every TDI row needs to be 
read as opposed to only the output stage. 

To address these issues we have developed a CCD-in-CMOS 
process integrating CCD pixels in a 130nm BSI CMOS process 
(Figure 1) [1]. Efficient charge transfer of CCD pixels is 
combined with CMOS high-speed and low-power electronics on 
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the same wafer. Measurements done on a pixel test chip show a 
peak QE of 89%, correct CCD operation up to 800 kHz line rate, 
dark current of 3.5nA/cm2 at room temperature and a CTI of 
<5·10-5 up to 800 kHz [2]. 

 

 
In this paper we describe a chip which combines these pixels 

with a versatile pixel controller, pixel drivers, high speed 
column ADCs and a high speed digital data transmitter. The chip 
is designed to integrate seven CCD pixel arrays (bands) with 256 
rows and 4096 columns of 5.4 µm CCD pixels per band. This is 
done to develop a multi-spectral sensor, where each band is 
designed for a specific region in the UV to NIR spectrum 

All bands are read by the same set of delta-sigma column 
ADCs. The outputs of the ADCs are serialized to 32 LVDS 
channels, each one capable of running at 1.6Gbps. Each band 
can be controlled independently in both directions, and the 
number of CCD rows used in each band is also programmable. 

The paper is organized as follows. Section II will introduce 
the different building blocks. Section III explains the 
measurement set-up and the measurement results. Finally 
Section IV concludes the paper. 

II. CHIP ARCHITECTURE 
Figure 2 shows a block diagram of the chip. We briefly 

discuss the different building blocks: the chip controller together 
with the band sequencers, the pixel drivers, the ADCs and the 
data transmitters. The pixels are described in detail in [2]. 
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Fig. 1.  CCD in CMOS concept 
  

Charge package

1 2 3 4 ADC
101100100

Dig.

Off 
chip

ADC
101100100

Dig.

Off 
chipTX

e-

Low-noise storage & 
movement of charge

Efficient high-speed readout
& integrated ADCs

− 129−

P18



 
 

 
A. Digital Control 

The chip is controlled via an SPI interface, a clock signal and 
a signal (SYNC in Fig 2) used to enable the CCD operation. The 
SPI interface is linked to a set of digital registers on the chip. 
These registers control all the chip's building blocks. 

The digital control consists of two sub-blocks: the main 
controller and the band sequencers. The main controller serves 
as the main SPI hub, controls the distribution of scan chain data 
and sequences the ADC and data transmitter operation. 

The operation of the CCD arrays is controlled by the band 
sequencers. Each band has its own sequencer which can be 
programmed independently. All sequencers are identical copies 
of the same basic circuit. The band sequencers control the 
operation of the CCD pixels, the output stages in each band and 
the synchronization with the column ADCs. The CCD charge 
can be directed in both directions (upper or lower side of the 
arrays in Fig. 2) and read from either of the two output stages 
(upper or lower). The number of rows used for CCD operation 
can also be defined via the band sequencer from 1 to 256. The 
CCD rows which are not read are clocked towards the output 
stage which is not being read. That output stage is continuously 
connected to the positive supply to avoid blooming. Because 
there is only one set of column ADCs for the seven bands, the 
sequencers must be carefully programmed to avoid conflicts, i.e. 
multiple bands trying to operate the ADCs at the same time. 

B. Pixel Drivers 
The outputs of the band sequencers have to drive the CCD 

pixels. This requires a larger voltage swing than allowed by the 
standard digital cells in this technology. It also requires driving 
a large load (4096 columns of pixels) and control of the rise and 
fall times. Fig. 3 shows a simplified schematic of these pixel 
drivers. They consist of  CMOS inverters with falling edge slope 
control. The sizes of the transistors are optimized for driving the 
pixel loads at a maximum line rate of 300 kHz. 

C. Analog-to-Digital Converters 
The column ADCs are inverter-based incremental delta-

sigma ADCs. They are designed for an input full range of 1V. 
The range can be adjusted to match the output range of the 
output stages of the CCD bands. Correlated Double Sampling 
(CDS) operation is performed in the digital domain. 

 

 
The resolution of the ADC can be controlled by the number 

of conversion steps used (equivalent to the oversampling ratio in 
a conventional delta-sigma ADC). The ADCs in this chip were 
designed for a maximum SNR of 12 bits and a maximum speed 
of 1MS/s. 

D. Digital data transmitter 
Each set of 128 columns is assigned to one output data 

channel. Each channel consists of a digital readout block, a 
serializer and a differential LVDS transmitter. Two channels 
make one transmitter slice, shown as TX slice in Fig 2. Each 
transmitter slice contains one PLL, which means that two 
channels share the same PLL. All channels and PLLs are 
independently programmable. 

The digital readout block has several functions. The first one 
is to interface between the ADC outputs and the serializer. The 
digital readout block can add (or remove) a fixed offset to the 
ADC outputs. A second function of the digital readout block is 
to generate test patterns which can be used to test the integrity 
of the data link. The most important function of this block is to 
control the operation of the serializer, be it with ADC or test 
pattern data. As long as the digital readout block does not receive 
the command to send data to the serializer, it puts "idle" words 
to the serializer inputs. The main controller indicates to the 
digital readout block when there is meaningful data to be 
transmitted (test or image data). At this point the readout block 
puts one "sync" word into the serializer input, followed by the 
data words. 

The serializer consists of a shift register. The contents of all 
the bits in the register are loaded in parallel. The register is then 
operated at the output clock speed to shift all the bits one by one 
via the LVDS transmitter 

The differential LVDS transmitter is designed to operate at 
1.2V supply voltage. The common mode and peak to peak 
voltages on the differential 100 Ohm load are programmable. 

III. CHIP MEASUREMENTS 
Two variants of the chip have been fabricated and evaluated. 

A front-side-illuminated (FSI) and a back-side-illuminated 
(BSI) version. They are shown in their packages in  Fig. 4. 

A custom micro-PGA ceramic package has developed for 
each version of the chip. The two packages share the same pin 
configuration so they can be used in the same evaluation set-ups 
and cameras. 

A. Measurement set-up 
The chips have been evaluated in a system consisting of a 

custom PCB where the chip is placed, a custom board to control 

 
Fig. 2.  Block diagram of the chip 
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Fig. 3.  Schematic drawing of the pixel drivers 
 

 
 

and measure all the chip supplies independently, a commercial 
FPGA development board and custom software for controlling 
the chip, performing measurements and analyzing data. 

 

 
B. Measurement results 

The performance of the digital data transmitter has been tested 
using one of the test patterns generated in the digital readout 
block. All channels are programmed and the output data is 
compared with the expected data in the FPGA or a PC. The 
target data rate of 1.6Gbps per channel was verified in this mode. 

The ADCs are characterized via a dedicated test input. A 
voltage is applied at this input, which is buffered to all the ADCs 
at the same time. The measured SNR performance is 10 bits in 
average for all ADCs in one sample. The main reasons found for 
this discrepancy are due to parasitic effects in the quantizer of 
the ADC. 

The operation of the digital band sequencers and the ADC 
digital control is verified via test output pins. The control signals 
from each band sequencer, as well as the signals from the main 
controller controlling the ADC and data transmitter can be 
independently sent to these test output pins. All the basic 
functionality was successfully tested in this way. 

The operation of the pixel drivers can be verified by 
monitoring their outputs at the other side of the array via 
dedicated test output pins. An issue in the package prevents us 
from testing the drivers with the correct CCD operational 
voltages, but the basic functionality and rise and fall times have 
been verified to be as expected. 

The performance of the pixels in the seven bands has been 
checked using the dark signal transfer curve, and by taking live 
images. We have not observed large differences in the 
performance of the bands within the same sensor and across 
sensors in the same batch. 

Figure 5 shows the dark signal transfer curves for two pixel 
variations from the same lot. The ADC input range is optimized 
so that the full well is limited by the pixels and not the ADC. 
The measurements confirm the higher read noise than expected 
due to the higher than expected noise in the ADC. The pixel's 
charge to voltage factor (CVF) and full well capacity (FWC) are 
measured to match the designed values and is in line with the 
measurements in the pixel test vehicles reported in [2]. The 
values are reported in Table I. 

A problem was found with the serial link when the ADCs and 
pixel are also enabled. The jitter in the channels increases to a 
level where the data cannot be read without errors. The chip 
needs to be operated at a lower speed by disabling the PLLs in 
the serializers in order to get correct data. That limits the 
maximum speed of the chip to a line rate of 43 kHz, about 7 

times slower than the design target of 300 kHz. Nevertheless, 
the maximum speed of the CCD pixels can still be achieved by 
operating the pixels at full speed and skipping rows in the ADC 
and data transmission circuits. This is easily achievable thanks 
to the flexibility in the programming of the band sequencers. 

 

 
The power consumption of the chip was measured to be 2.5W 

when all bands are enabled and working at the maximum line 
rate with the on-chip PLLs enabled. When the chip is operated 
with the PLLs disabled so that the image data can be correctly 
read by the FPGA the power consumption is 2.4W. Most of the 
power is consumed in the ADCs, followed by the LVDS drivers 
and the digital circuits (band sequencers and digital readout). 

C. TDI operation with color filters 
As a proof-of-concept, an RGB butcher-brick filter has been 

used as glass lid for the sensor, to enable multicolor TDI, 
although filters may be processed directly on the wafer as well 
[6]. Figure 6a shows a packaged chip with the color filters in the 
glass lids. 

In order to test the TDI operation, a demo set-up has been built 
which consists of a rotating drum where the target is located, and 
either the development board or the camera is fixed above the 
drum to capture the image, as shown in Figure 6b. The rotating 
speed of the drum and the line rate of the sensor are then 
synchronized. Figure 6c shows an example of a picture taken in 
the rotating drum setup with a BSI sensor with the RGB color 
filters. The color image is reconstructed in software from the 
images obtained from the three bands. 

  
(a)                                                     (b) 

Fig. 4.  Packaged TDI sensors: (a) FSI version, (b) BSI version. The different 
building blocks are clearly visible in the FSI version (CCD bands, ADCs, pixel 
drivers, output data channels. The bands are also visible in the BSI version: the 
readout nodes of the bands are shielded by metal. 
  

 
(a) 

 
(b) 

Fig. 5.  Dark Signal Transfer Curves for the (a) high full well and (b) high 
conversion gain pixel types. 
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A. Digital Control 

The chip is controlled via an SPI interface, a clock signal and 
a signal (SYNC in Fig 2) used to enable the CCD operation. The 
SPI interface is linked to a set of digital registers on the chip. 
These registers control all the chip's building blocks. 

The digital control consists of two sub-blocks: the main 
controller and the band sequencers. The main controller serves 
as the main SPI hub, controls the distribution of scan chain data 
and sequences the ADC and data transmitter operation. 

The operation of the CCD arrays is controlled by the band 
sequencers. Each band has its own sequencer which can be 
programmed independently. All sequencers are identical copies 
of the same basic circuit. The band sequencers control the 
operation of the CCD pixels, the output stages in each band and 
the synchronization with the column ADCs. The CCD charge 
can be directed in both directions (upper or lower side of the 
arrays in Fig. 2) and read from either of the two output stages 
(upper or lower). The number of rows used for CCD operation 
can also be defined via the band sequencer from 1 to 256. The 
CCD rows which are not read are clocked towards the output 
stage which is not being read. That output stage is continuously 
connected to the positive supply to avoid blooming. Because 
there is only one set of column ADCs for the seven bands, the 
sequencers must be carefully programmed to avoid conflicts, i.e. 
multiple bands trying to operate the ADCs at the same time. 

B. Pixel Drivers 
The outputs of the band sequencers have to drive the CCD 

pixels. This requires a larger voltage swing than allowed by the 
standard digital cells in this technology. It also requires driving 
a large load (4096 columns of pixels) and control of the rise and 
fall times. Fig. 3 shows a simplified schematic of these pixel 
drivers. They consist of  CMOS inverters with falling edge slope 
control. The sizes of the transistors are optimized for driving the 
pixel loads at a maximum line rate of 300 kHz. 

C. Analog-to-Digital Converters 
The column ADCs are inverter-based incremental delta-

sigma ADCs. They are designed for an input full range of 1V. 
The range can be adjusted to match the output range of the 
output stages of the CCD bands. Correlated Double Sampling 
(CDS) operation is performed in the digital domain. 

 

 
The resolution of the ADC can be controlled by the number 

of conversion steps used (equivalent to the oversampling ratio in 
a conventional delta-sigma ADC). The ADCs in this chip were 
designed for a maximum SNR of 12 bits and a maximum speed 
of 1MS/s. 

D. Digital data transmitter 
Each set of 128 columns is assigned to one output data 

channel. Each channel consists of a digital readout block, a 
serializer and a differential LVDS transmitter. Two channels 
make one transmitter slice, shown as TX slice in Fig 2. Each 
transmitter slice contains one PLL, which means that two 
channels share the same PLL. All channels and PLLs are 
independently programmable. 

The digital readout block has several functions. The first one 
is to interface between the ADC outputs and the serializer. The 
digital readout block can add (or remove) a fixed offset to the 
ADC outputs. A second function of the digital readout block is 
to generate test patterns which can be used to test the integrity 
of the data link. The most important function of this block is to 
control the operation of the serializer, be it with ADC or test 
pattern data. As long as the digital readout block does not receive 
the command to send data to the serializer, it puts "idle" words 
to the serializer inputs. The main controller indicates to the 
digital readout block when there is meaningful data to be 
transmitted (test or image data). At this point the readout block 
puts one "sync" word into the serializer input, followed by the 
data words. 

The serializer consists of a shift register. The contents of all 
the bits in the register are loaded in parallel. The register is then 
operated at the output clock speed to shift all the bits one by one 
via the LVDS transmitter 

The differential LVDS transmitter is designed to operate at 
1.2V supply voltage. The common mode and peak to peak 
voltages on the differential 100 Ohm load are programmable. 

III. CHIP MEASUREMENTS 
Two variants of the chip have been fabricated and evaluated. 

A front-side-illuminated (FSI) and a back-side-illuminated 
(BSI) version. They are shown in their packages in  Fig. 4. 

A custom micro-PGA ceramic package has developed for 
each version of the chip. The two packages share the same pin 
configuration so they can be used in the same evaluation set-ups 
and cameras. 

A. Measurement set-up 
The chips have been evaluated in a system consisting of a 

custom PCB where the chip is placed, a custom board to control 
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Fig. 3.  Schematic drawing of the pixel drivers 
 

 
 

and measure all the chip supplies independently, a commercial 
FPGA development board and custom software for controlling 
the chip, performing measurements and analyzing data. 

 

 
B. Measurement results 

The performance of the digital data transmitter has been tested 
using one of the test patterns generated in the digital readout 
block. All channels are programmed and the output data is 
compared with the expected data in the FPGA or a PC. The 
target data rate of 1.6Gbps per channel was verified in this mode. 

The ADCs are characterized via a dedicated test input. A 
voltage is applied at this input, which is buffered to all the ADCs 
at the same time. The measured SNR performance is 10 bits in 
average for all ADCs in one sample. The main reasons found for 
this discrepancy are due to parasitic effects in the quantizer of 
the ADC. 

The operation of the digital band sequencers and the ADC 
digital control is verified via test output pins. The control signals 
from each band sequencer, as well as the signals from the main 
controller controlling the ADC and data transmitter can be 
independently sent to these test output pins. All the basic 
functionality was successfully tested in this way. 

The operation of the pixel drivers can be verified by 
monitoring their outputs at the other side of the array via 
dedicated test output pins. An issue in the package prevents us 
from testing the drivers with the correct CCD operational 
voltages, but the basic functionality and rise and fall times have 
been verified to be as expected. 

The performance of the pixels in the seven bands has been 
checked using the dark signal transfer curve, and by taking live 
images. We have not observed large differences in the 
performance of the bands within the same sensor and across 
sensors in the same batch. 

Figure 5 shows the dark signal transfer curves for two pixel 
variations from the same lot. The ADC input range is optimized 
so that the full well is limited by the pixels and not the ADC. 
The measurements confirm the higher read noise than expected 
due to the higher than expected noise in the ADC. The pixel's 
charge to voltage factor (CVF) and full well capacity (FWC) are 
measured to match the designed values and is in line with the 
measurements in the pixel test vehicles reported in [2]. The 
values are reported in Table I. 

A problem was found with the serial link when the ADCs and 
pixel are also enabled. The jitter in the channels increases to a 
level where the data cannot be read without errors. The chip 
needs to be operated at a lower speed by disabling the PLLs in 
the serializers in order to get correct data. That limits the 
maximum speed of the chip to a line rate of 43 kHz, about 7 

times slower than the design target of 300 kHz. Nevertheless, 
the maximum speed of the CCD pixels can still be achieved by 
operating the pixels at full speed and skipping rows in the ADC 
and data transmission circuits. This is easily achievable thanks 
to the flexibility in the programming of the band sequencers. 

 

 
The power consumption of the chip was measured to be 2.5W 

when all bands are enabled and working at the maximum line 
rate with the on-chip PLLs enabled. When the chip is operated 
with the PLLs disabled so that the image data can be correctly 
read by the FPGA the power consumption is 2.4W. Most of the 
power is consumed in the ADCs, followed by the LVDS drivers 
and the digital circuits (band sequencers and digital readout). 

C. TDI operation with color filters 
As a proof-of-concept, an RGB butcher-brick filter has been 

used as glass lid for the sensor, to enable multicolor TDI, 
although filters may be processed directly on the wafer as well 
[6]. Figure 6a shows a packaged chip with the color filters in the 
glass lids. 

In order to test the TDI operation, a demo set-up has been built 
which consists of a rotating drum where the target is located, and 
either the development board or the camera is fixed above the 
drum to capture the image, as shown in Figure 6b. The rotating 
speed of the drum and the line rate of the sensor are then 
synchronized. Figure 6c shows an example of a picture taken in 
the rotating drum setup with a BSI sensor with the RGB color 
filters. The color image is reconstructed in software from the 
images obtained from the three bands. 

  
(a)                                                     (b) 

Fig. 4.  Packaged TDI sensors: (a) FSI version, (b) BSI version. The different 
building blocks are clearly visible in the FSI version (CCD bands, ADCs, pixel 
drivers, output data channels. The bands are also visible in the BSI version: the 
readout nodes of the bands are shielded by metal. 
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(b) 

Fig. 5.  Dark Signal Transfer Curves for the (a) high full well and (b) high 
conversion gain pixel types. 
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D. TDI operation with a camera 

The sensor has been integrated into a custom CoaXPress 
camera. Figure 7a shows the sensor in the camera, looking 
through the lens hole. 

The camera has been integrated into the rotating drum setup 
and figure 7b shows a single band image captured with this 
setup. 

 

 

IV. CONCLUSION 
We have designed and fabricated a single-chip multi-band 

TDI sensor using CCD-in-CMOS technology [1]. The chip 
integrates seven bands of 256 by 4096 CCD pixels, 
programmable controllers for each band, 4096 column ADCs 
and 32 digital data transmitters capable of operating at 1.6 Gbps 
each. We have demonstrated the operation of all the building 
blocks and we have obtained similar results in the pixel arrays 
as measured in the pixel test vehicle of [2].  

The chip has two limitations with respect to the original 
design parameters: the ADC noise is higher than expected and 
the digital data transmitters cannot operate at full speed when 
the ADCs are also enabled. For both issues we have found 
solutions which require redesign of these blocks. 

REFERENCES 
[1] P. De Moor et al., “Enhanced time delay integration imaging using 

embedded CCD in CMOS technology”, IEEE International Electron 
Devices Meeting, pp. 4.6.1-4.6.4, December 2014 

[2] P. Boulenc et al.," High Speed Backside Illuminated TDI CCD-in-CMOS 
Sensor". These proceedings 

[3] F. Mayer et al., “CMOS Charge Transfer TDI With Front Side Enhanced 
Quantum Efficiency”, International Image Sensor Workshop 2015, pp. 
308-311, 2015. 

[4] C. Virmontois, et al, “CNES CMOS Roadmap and new results in CCD-
on-CMOS Test Chip for TDI applications”, Workshop CMOS Image 
Sensors for High Performance Applications, Toulouse, November 2015. 

[5] K. Nie et al. “A 128-Stage CMOS TDI Image Sensor With On-Chip 
Digital Accumulator”, IEEE Sensors Journal, vol. 16, issue 5, pp.1319-
1324 

[6] N. Tack et al. “A compact, high-speed, and low-cost hyperspectral 
imager", Proc. SPIE 8266, Silicon Photonics VII 8266(0), 8266Q (2012) 

TABLE I 
SENSOR CHARACTERISTICS 

Specification This work Ref [3] Ref [4] Ref [5] 
Array size 4096 

columns 
256 rows 

64 
columns 
40 rows 

128 
columns 
64 rows 

1024 
columns 
128 rows 

Number of bands 7 1 1 1 
Stage selection 1-by-1 N/A N/A Yes (CIS 

readout) 
Bidirectional Yes N/A N/A Yes  

(CIS 
readout) 

Pixel size 5.4 µm 13 µm 7.5 µm 15 µm 
CVF (µV/e) 62 

28 
11 Between 

10 and 15 
N/A 

FWC (e) 12800 
31600 

N/A 92000 N/A 

Read Noise (e) 10 
40 

N/A Between 
20 and 30 

N/A 

Max line rate 43 kHz N/A 15 kHz 3.9 kHz 
ADC-on-chip Yes No No Yes 
Power 
consumption 

2.5W  N/A N/A 290 mW 

Technology 130nm 
BSI CCD-
in-CMOS 

180nm 
CCD-in-
CMOS 

150nm 
CCD-in-
CMOS 

180 nm 
CMOS 

Communication 
interface 

SPI N/A N/A N/A 

Output format 32x 
sLVDS 

Analog N/A N/A 

Supply voltages -1.5V, 
1.2V and 
3.3V 

> 3.6V 
for CCD 

N/A N/A 

 

 
(a)                                         (b) 

 
(c) 

Fig. 6.  (a) Sensor with RGB filters in the glass lid, (b) Rotating drum set-up, 
(c) color image obtained with the RGB sensor in the rotating drum set-up 
  

     
Fig. 8.  (a) The TDI sensor inside the camera, (b) single band image taken with 
the camera in the rotating drum set-up. 
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Abstract—We present a vertical line sensor composed of a
1 × 16 array of analog silicon photomultipliers (SiPM) opti-
mized for 3D time of flight (ToF) imaging LiDAR in advanced
driver assistance systems (ADAS) and autonomous driving
(AD) vehicles. The sensor has been designed for enhanced
red-sensitivity performance with a PDE of greater than 8%
and can operate in outdoor environments with high ambient
light noise of 100 klux and targets that have a low reflectivity
from 10%. The SiPM array enables long distance ranging
greater than 100m and allows for superior low reflective target
distance ranging over APD and PIN diode based systems. The
SiPM array is to be demonstrated in an electro-mechanical
scanning imaging LiDAR system consisting of a transmitter
based on an eye-safe 905 nm laser diode array the 1×16 SiPM
array as receiver, collimating optics and an electro-mechanical
rotating mirror for horizontal scanning of a 80◦×5◦ at 30 fps.
Simulation results are presented here to validate the concept
of long distance LiDAR based on SiPM receivers.

Index Terms—SiPM, Silicon Photomultipliers, Single Photon
Avalanche Diodes, SPAD, LiDAR, ADAS, AD, 3D ToF.

I. INTRODUCTION

Silicon Photomultipiers (SiPM) have been gaining in-
creasing popularity over linear APDs in long distance Li-
DAR applications [1], [2], [3], such as advanced driver
assistance systems (ADAS) and autonomous driving (AD)
vehicles, due to their single-photon detection capability,
uniformity when integrated into large arrays and low system
cost. SiPM sensors are based on arrays of single photon
avalanche photodiodes (SPAD) which are characterized by
a high internal gain of ∼ 106 when biased above their
breakdown voltage in Geiger-mode. A single photon causes a
macro-current to be generated at the output terminals which
for SensL SiPM consists of three terminals: anode, cathode
and fast output [4].

The single photon sensitivity of SPAD sensors is desired
for low light applications such as long distance automotive
LiDAR where the intensity of the return laser pulse is
extremely weak due to the low reflectivity of the targets and
the attenuation of the return laser power over the distance
which varies as 1/distance2. The high internal gain of
SiPM sensors overcomes the low noise limitation of the
amplification stage in linear avalanche photodiode (APD)
and PIN diode sensors. The SPAD cell dead time τdead, due
to quenching and recharging process, typically on the order
of tens of nanoseconds, sets an upper limit to the maximum
detected photon rate per SPAD equal to 1/(e · τdead) [5].

The number of SPAD cells Ncells contribute to extend the
dynamic range since the light can be spread over multiple
SPAD sensors in each pixel reducing the average amount
of photons incident on each SPAD by a factor equal to the
number of cells [6], [7]. This is necessary for a large angle
of view 3D ToF scanning system to avoid sensor saturation.
The extended dynamic range can be written as:

DRSiPM =
Ncells/(e · τdead)√

DCR+mamb

(1)

where DCR is the dark count rate of the entire SiPM and
mamb is the average count rate due to uncorrelated ambient
noise incident on the sensor. The process used to fabricate
the SPAD sensors has been designed to enable a higher photo
detection efficiency and a value of 8.4% has been obtained
to date for this work. This high PDE is required to provide
the long range detection probability planned for this work.

In this paper we discuss the challenge of SiPM based
scanning LiDAR receivers and propose a 1 × 16 array of
SiPM pixels optimized for outdoor LiDAR performing in
a 100 klux environment and able to range low reflective
objects at long range. Section II describes in detail the
architecture of the pixel, the configuration in the chosen
array and provides information on system level of the
final 3D ToF scanning demonstrator. Section III presents
the analysis on the predicted performance of the proposed
array and Section IV offers conclusions and outlook of the
presented work.

II. SYSTEM AND PIXEL ARCHITECTURE

A co-axial scanning LiDAR system consists of a laser
beam scanning the scene in front of the sensor. A single
set of optics are used to simplify alignment. The scan
can be in both vertical and horizontal directions (a 2D
scanning approach), in the case of a single point sensor;
or in horizontal direction (a 1D scanning system), in the
case of a vertical laser beam. Alternatively the scene can
be illuminated with the laser light all together in a flash
operation mode. While flash is appealing since no moving
parts are necessary, the authors feel the requirements on laser
power are still too restrictive to make it a reasonable option
for long range, wide angle of view, automotive LiDAR.
Alternatively, 2D scanning solutions offer the highest signal-
to-noise case but they are mechanically too demanding in
terms of rotating speed in order to operate at the desired
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